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Types of Data

 Cross Sectional Data

 Time Series Data

 Panel Data



Types of Data

 Nominal

 Ordinal

 Interval

 Ratio



2. Gender. Female (   ) Male (  )
3. Please write your age. ________ years
4. Please tick the highest level of education completed. 
(  ) School (  ) Diploma (  ) Graduate  (  ) Post-graduate (  ) 
Professional
5. Please select your current occupation. 
(  ) House-wife (  ) Student (  ) Self-Employed (  ) 
Government Employee             (  ) Private Sector   (  ) Unemployed
6. Please enter the total average amount you spend per week for the 
purchase retail items    
Rs.___________
7 Please indicate your perception or liking of mall from where you purchase. 
(1-5) ____________

1- Very Bad, 2- Bad 3 Neutral 4-Good 5 – Very Good





Analysis
 Nominal – Frequency

 Ordinal – Frequency

 Interval – Mean

 Ratio - Mean











Two Variables
 Nominal – Frequency - Category

 Ordinal – Frequency - Category

 Interval – Mean - Metric

 Ratio – Mean - Metric



Two Variables

 Cat – Cat – Chi-Square

 Cat – Metric – Anova

 Metric – Metric - Correlation



Chi-Square
 Chi-Square can be used for three purposes namely 

 1. As a test of independence

 2. To test the Homogeneity

 3. To test the goodness of fit

 cross tab is used to test whether there is a significant 
association between two variables. 

 The two variables must be of type category.

 The total number of observation used in this test must be large 

i.e., n>=30.

 It is frequency based  test

 Null hypothesis: H0- There is no significant association between 

the two variables.





Total Saving

Total
Up to 
5000 5001-10000

10001-
15000

15001-
20000

20001 
and 

above
Total 
Incom
e

upto 
20000 67 42 13 2 0 124

20001-
30000 89 80 42 6 2 219

30001-
40000 25 32 26 15 5 103

40001-
50000 8 21 10 11 4 54

50001 and 
above 7 9 19 7 10 52

Total
196 184 110 41 21 552



Chi-Square Tests

Value df Sig. (2-sided)

Pearson Chi-
Square 1.287E2a 16 .000

Likelihood Ratio
120.928 16 .000

Linear-by-Linear 
Association 100.919 1 .000

N of Valid Cases
552

The calculated value is 1.287 E2 which means 128.7 and it significant at this level of 
significance 0.000 at degrees of freedom 16.
In SPSS, if the significant value is less than 0.05 then reject null hypothesis and accept 
alternate hypothesis. 
Hence there is significant association between total income and total saving. 

Calculated value (128.7) is greater than table value (26. 296 at degrees of freedom 16 in the 
0.000 level of significance in the chi-square table. 





Compare Means
 One sample t-test

 Independent sample t-test

 Paired t-test

 One way Anova



ONE SAMPLE T TEST

PURPOSE:

The One-Sample T Test compares the mean score of a sample to a known value. 

Usually, the known value is a population mean. 

ASSUMPTION:

•The variable must be metric.

•The variable is normally distributed.

HYPOTHESES: 

Null hypothesis H0: There is no significant difference between the sample mean

and the population mean.

The test variable is Average monthly minutes and test value is 200.



N Mean Std. 

Deviation

Std. Error 

Mean

Avg 

monthly 

minutes

250 162.185 46.5706 2.94538

One-Sample Statistics

Test Value = 200

T Df

Sig. (2-

tailed)

Mean 

Differe

nce

95% 

Confidence 

Interval of the 

Difference

Avg monthly 

minutes

-

12.83

9

249 .000

-

37.814

38

-

43.61

54

-

32.01

33



INDEPENDENT SAMPLE T- TEST

PURPOSE: 

The Independent Samples T Test compares the mean scores of two groups on 

a given variable. 

HYPOTHESES: 

Null hypothesis H0: The means of the two groups are not significantly different.

Alternate hypothesis H1: The means of the two groups are significantly different.

ASSUMPTIONS:

1. Independent sample t-test assumes that the dependent variable is normally 

distributed.



Group Statistics

Sex N Mean
Std. 

Deviation
Std. Error 

Mean
Avg monthly 

minutes
Female

139 1.6077E2 51.83109 4.39626

Male 111 1.6396E2 39.15930 3.71684

Independent Samples Test

Levene's Test for 

Equality of Variances

t-test for Equality of Means

F Sig. T df Sig. 

(2-tailed)

Mean 

Difference

Avg

monthly 

minutes

Equal variances 

assumed

7.022 .009 -.536 248 .592 -3.18239

Equal variances 

not assumed

-.553 247.285 .581 -3.18239



ONE WAY-ANOVA

PURPOSE:

One way ANOVA is used to compare the means of more than two groups

ASUMPTION:

•The variables must be normally distributed 

•Samples are independent.

•Variances of populations are equal.

•The sample is a simple random sample (SRS).

HYPOTHESIS:

Null hypothesis H0- There is no significant difference between the variables.

Alternate hypothesis H1-There is significant difference between the variables.



ANOVA

Total monthly saving

Sum of 
Squares df

Mean 
Square F Sig.

Between Groups 3.624E9 4 9.059E8 34.849 .000

Within Groups 1.422E10 547 2.600E7

Total 1.784E10 551

Total monthly saving

Duncan

Total Income N
Subset for alpha = 0.05

1 2 3 4
upto 20000 124 5310.48

20001-30000 219 7064.87

30001-40000 103 1.00E4

40001-50000 54 1.12E4

50001 and above 52 1.35E4

Means for groups in homogeneous subsets are displayed.

Post Hoc:



GLM
 Factorial Anova

 ANCOVA

 MANOVA





Tests of Between-Subjects Effects

Dependent Variable:Total monthly saving

Source
Type III Sum of 

Squares df Mean Square F Sig.

Corrected Model 1.349E10a 53 2.546E8 10.715 .000

Intercept 1.254E10 1 1.254E10 527.754 .000

reage 6.230E7 2 3.115E7 1.311 .270

reinc 6.603E8 4 1.651E8 6.949 .000

designat 2.390E8 4 5.974E7 2.515 .040

reage * reinc 6.707E8 8 8.384E7 3.529 .000

reage * designat 3.909E8 7 5.585E7 2.351 .022

reinc * designat 1.422E9 16 8.889E7 3.742 .000

reage * reinc * designat 1.749E9 12 1.457E8 6.134 .000

Error 2.820E10 1187 2.376E7

Total 1.307E11 1241

Corrected Total 4.169E10 1240

a. R Squared = .324 (Adjusted R Squared = .293)





Tests of Between-Subjects Effects

Dependent Variable:Total monthly saving

Source
Type III Sum of 

Squares df Mean Square F Sig.

Corrected Model
7.502E9a 14 5.359E8 19.217 .000

Intercept 1.676E9 1 1.676E9 60.086 .000

totalin 4.596E9 1 4.596E9 164.802 .000

reage 3.604E7 2 1.802E7 .646 .524

designat 6.081E7 4 1.520E7 .545 .703

reage * designat
8.530E8 7 1.219E8 4.370 .000

Error 3.419E10 1226 2.789E7

Total 1.307E11 1241

Corrected Total
4.169E10 1240

a. R Squared = .180 (Adjusted R Squared = .171)





Correlation



Correlations

Z Score H Score
Z Score Pearson 

Correlation 1 .811**

Sig. (2-tailed) .000

N 124 124
H Score Pearson 

Correlation .811** 1

Sig. (2-tailed) .000

N 124 124
**. Correlation is significant at the 0.01 level (2-
tailed).





REGRESSION
PURPOSE: 

The general purpose of regressions is to learn more about the 

relationship between one independent and one dependent variable.

ASSUMPTION:

•The variables must be linear.

•The variables must be normally distributed.

ƐY = Na+bƐX

ƐXY = aƐX+bƐX2



Coefficientsa

Model

Unstandardized
Coefficients

Standardize
d 

Coefficients
t Sig.B Std. Error Beta

1 (Constant) 3281.033 527.447 6.221 .000

Total 
income .161 .016 .404 10.351 .000

a. Dependent Variable: Total monthly saving

The common regression equation is y=a + bx

The effect of Total income on total monthly saving is given

by the regression equation,

total monthly saving =3281.03 + (0.161) Total income.

Y is the total monthly saving and A is a constant value.

X Total income B is the coefficient for the variable x.

’a’ is constant value which is the contribution made by all

other factors for determining the propensity to leave.





Coefficientsa

Model

Unstandardized 
Coefficients

Standardiz
ed 

Coefficien
ts

t Sig.B Std. Error Beta
1 (Constant) 9912.561 6296.821 1.574 .176

GDP in Billions 11.616 1.727 .832 6.726 .001

Savings in % of GDP
-387.496 86.602 -.235 -4.474 .007

Inflation (GDP Deflator)
-112.438 197.335 -.041 -.570 .593

Real Interest Rate %
-239.964 204.224 -.072 -1.175 .293

GDP per Capita 11.810 .902 .482 13.092 .000

Money Supply (% of 
GDP) -82.850 62.963 -.081 -1.316 .245

a. Dependent Variable: GOLD PRICE



Model Summary

Model R R Square Adjusted R Square
Std. Error of the 

Estimate

1 .404a .163 .162 5210.879

a. Predictors: (Constant), Total income

ANOVAb

Model
Sum of 

Squares
df

Mean 
Square

F Sig.

1

Regression 2.909E9 1 2.909E9 107.138 .000a

Residual 1.493E10 550 2.715E7

Total 1.784E10 551

a. Predictors: (Constant), Total income

b. Dependent Variable: Total monthly saving





Coefficientsa

Model

Unstandardized
Coefficients

Standardize
d 

Coefficients t Sig.

B Std. Error Beta

1
(Constant) -3085.766 1379.533 -2.237 .049

GDP in Billions 13.380 1.253 .959 10.679 .000

2

(Constant) -4981.309 673.247 -7.399 .000

GDP in Billions 7.713 1.029 .553 7.498 .000

GDP per Capita 
(US$)

11.787 1.806 .481 6.526 .000

3

(Constant) 1651.450 987.004 1.673 .133

GDP in Billions 9.926 .518 .711 19.165 .000

GDP per Capita 
(US$)

11.024 .727 .450 15.155 .000

Savings in % of 
GDP

-284.874 40.798 -.173 -6.983 .000

a. Dependent Variable: GOLD PRICE



Model Summary

Model R R Square
Adjusted R 

Square
Std. Error of the 

Estimate

1 .959a .919 .911 2016.86123

2 .993b .986 .983 887.96471

3 .999c .998 .997 353.59630

a. Predictors: (Constant), GDP in Billions

b. Predictors: (Constant), GDP in Billions, GDP per Capita (US$)

c. Predictors: (Constant), GDP in Billions, GDP per Capita (US$), 
Savings in % of GDP



Logistic Regression



Variables in the Equation

B S.E. Wald df Sig. Exp(B)

Step 1a

age .035 .018 4.074 1 .044 1.036

ed 2.662 4 .616

ed(1) -.876 1.294 .459 1 .498 .416

ed(2) -.569 1.294 .193 1 .660 .566

ed(3) -.524 1.304 .161 1 .688 .592

ed(4) -.961 1.334 .519 1 .471 .382

employ -.261 .033 60.888 1 .000 .771

address -.105 .023 20.539 1 .000 .900

income -.008 .008 1.010 1 .315 .992

debtinc .071 .031 5.340 1 .021 1.073

creddebt .625 .113 30.635 1 .000 1.868

othdebt .053 .078 .456 1 .499 1.054

Constant -.714 1.463 .238 1 .625 .490

a. Variable(s) entered on step 1: age, ed, employ, address, income, debtinc, creddebt, 
othdebt.



Model Summary

Step -2 Log likelihood
Cox & Snell R 

Square
Nagelkerke R 

Square

1 549.564a .305 .447

a. Estimation terminated at iteration number 6 because parameter 
estimates changed by less than .001.

Hosmer and Lemeshow Test

Step Chi-square df Sig.

1 9.187 8 .327



Discriminant Analysis

Structure Matrix

Function

1 2

SOCIAL -.765* .266

CONSERVATIVE .468* -.259

OUTDOOR .323 .937*

Eigenvalues

Functio
n

Eigenvalue % of Variance Cumulative %
Canonical 
Correlation

1 1.081a 77.1 77.1 .721

2 .321a 22.9 100.0 .493

a. First 2 canonical discriminant functions were used in the analysis.





Model! Chi-

square

Value

Df Norme

d

Chi-

Square

P-

Value

GFI AGFI CFI RMESA

Study model 111.30 51 2.18 0.00 0.93 0.90 0.90 0.068

Recommend

ed value

Below

3

> 0.05 > .9 > .9 > .9 < .08

Path Path

Coefficie
nt

t-
value

p-value significa
nt

CON--------PRA 0.16 0.99 Greater
than 0.01

NO

CON--------PER -0.09 1.63 Greater
than 0.01

NO

PRA------PER 0.66 5.38 Less than
0.01

YES



SC_CON

SC_COM

SC_PRA

SC_PER

OP

Confirmatory Factor Analysis(CFA)

Path Analysis

Factor Analysis Cluster Analysis Discriminate  Analysis

Demographical Demographical

ANOVA and T-test Chi-Square

and Correspondence analysis

Canonical Correlation

DATA  ANALYSIS PROCESS 
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